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Abstract 

Traditional methods for developing new materials are no longer sufficient to meet the needs of the human energy 
transition. Machine learning (ML) artificial intelligence (AI) and advancements have caused materials scientists 
to realize that using AI/ML to accelerate the development of new materials for batteries is a powerful potential tool. 
Although the use of certain fixed properties of materials as descriptors to act as a bridge between the two separate 
disciplines of AI and materials chemistry has been widely investigated, many of the descriptors lack universality 
and accuracy due to a lack of understanding of the mechanisms by which AI/ML operates. Therefore, understanding 
the underlying operational mechanisms and learning logic of AI/ML has become mandatory for materials scientists 
to develop more accurate descriptors. To address those challenges, this paper reviews previous work on AI, machine 
learning and materials descriptors and introduces the basic logic of AI and machine learning to help materials 
developers understand their operational mechanisms. Meanwhile, the paper also compares the accuracy of different 
descriptors and their advantages and disadvantages and highlights the great potential value of accurate descriptors 
in AI/machine learning applications for battery research, as well as the challenges of developing accurate material 
descriptors.

Keywords Machine learning, Lithium-ion battery material descriptors, Novel material development, Artificial 
intelligence, Lithium battery development tools

1 Introduction
Although LIBs have been very significantly improved 
since Sony’s success in making the first commercial 
lithium-ion battery in 1991, with energy densities 
increasing to more than twice as high, the widespread 
replacement of fuel vehicles by electric vehicles and 
the development of energy storage systems require that 
LIBs are necessarily upgraded in terms of performance, 
durability, safety, cost, and to reduce their  CO2 footprint 
and upgrade their sustainability, which has become a 
research and development goal for lithium-ion batteries 
or other next-generation batteries [1]. However, the 

development of new batteries is a relatively lengthy 
process, especially as the development of novel energy 
storage functional materials is influenced by an extremely 
large number of variables, such as precursor materials, 
synthesis methods, synthesis environments and 
morphological characteristics, which make it necessary 
to deal with large amounts of data for batteries material 
upgrade, data that sometimes exceed the limits of the 
arithmetic power of human researchers [2]. Therefore, 
some relevant international organizations have suggested 
reducing the experimental workload in battery research 
by developing new tools and methods to accelerate the 
development cycle of lithium batteries [3, 4]. The concept 
of the Materials Genome Initiative was first proposed 
by then-US President Barack Obama in 2011, to use the 
computational power of computers to make up for the 
lack of computational power of human researchers and 
to overcome the challenges posed by many variables 
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and massive amounts of materials data [5, 6]. While the 
rise of AI and machine learning has greatly improved 
data process capability, the lack of accurate material 
descriptors/genomes has limited the application of AI 
and ML to materials, which has then become a grand 
challenge in the Materials Genome Initiative project [5, 
7].

Descriptors serve as a bridge between artificial 
intelligence (AI) and researchers, particularly in the 
context of physical and chemical material descriptors, 
an area that has witnessed extensive scrutiny in 
contemporary research. Nonetheless, a prevailing 
limitation lies in the specificity of many individual 
descriptors to systems, thereby impeding the broader 
utilization of AI methodologies in the examination of 
functional materials and battery electrochemical systems.

It has proven very difficult to incorporate all the 
invariants of a molecular system into a single description 
without compromising its uniqueness or computability. 
Several geometries map onto the same descriptor, or 
collide, in a way that some descriptors cannot avoid. 
Although many solutions to this challenge have been 
proposed, which are based on general concepts such as 
density representation, parameter sharing, invariant 
integration, fingerprinting methods, and NN models 
that also derive the representation from the data, these 
solutions in the field of artificial intelligence solutions 
are unlikely to be applicable or understood by materials 
researchers [8–11]. Since none of the strategies 
proposed so far are without trade-offs, the screening and 
development of an accurate descriptor is currently the 
major challenge for the use of machine learning in the 
design and creation of materials for lithium-ion batteries 
(LIBs). Therefore, the investigation of accurate and low-
cost descriptors to build an accurate machine-learning 
model to help battery researchers and scientists establish 
the trend of lithium-ion battery discovery through the 
data-driven method becomes a great challenge.

To address these issues, and to help researchers who are 
not familiar with artificial intelligence (AI) and machine 
learning (ML) understand how AI works and how it 
can affect the development of lithium-ion batteries, 
the main body of this paper will briefly introduce 
information about the Materials Genome Initiative, 
AI, and various machine learning (ML) approaches. 
Meanwhile, existing descriptors in the lithium-ion 
battery and functional materials industry field including 
computational chemistry, electrochemistry, and 
molecular and ionic dynamics also be reviewed, to help 
readers develop a systematic knowledge framework 
of descriptors in the context of lithium-ion batteries. 
In addition, the underlying logic of descriptors in 
machine learning will be explored to help the reader 

gain a deeper understanding and comprehension of the 
application of machine learning to lithium-ion battery 
design. Finally, this article will summarise the basic 
features of descriptors to give the reader a clearer idea 
of the descriptors used in the field of lithium-ion battery 
chemistry.

2  Materials genome initiative
Similar to the Human Genome Project (HGP), the 
overarching objective of the Material Genome Initiative 
(MGI) is the establishment of a comprehensive material 
genes database. This endeavor involves elucidating the 
intricate correlations between material composition, 
structure, and properties. The primary aim is to facilitate 
researchers in discerning the fundamental principles 
governing material science, thereby enabling the 
identification of novel high-performance materials, as 
illustrated in Fig. 1 [6, 7].

The MGI core consists of three modules: high-
throughput computation, high-throughput experimental 
screening and materials database system construction. 
Materials genome technologies include material 
conformation characterization, high-throughput 
computation and screening, neural network 
technologies, optimization algorithms, machine learning, 
and high-throughput preparation and characterization 
technologies. The goal is to understand, design, and 
compute new materials at the atomic and molecular 
levels, and to guide the improvement and development of 
new materials by correlating existing material structures 
and properties in the database [6, 7]. Where the machine 
learning part is still a challenge due to the limitations of 
precise descriptors.

3  Artificial intelligence, machine learning 
and molecular descriptors

3.1  Artificial intelligence and machine learning
The concept of machine learning was first introduced by 
Arthur Samuel in 1959, but it was not widely accepted 
due to the restriction of computing power and the 
limited neural network models [13, 14]. In 1969, Minsky 
proved that such complex machine-learning models 
could only solve linear problems, bringing the field of 
machine learning into the ice age. However, researchers 
have extended the structure of neural networks to three 
layers by introducing non-linear activation functions, 
which greatly broadened the scope of machine learning 
applications [14]. Meanwhile, Mitchell wrote the classic 
textbook on machine learning in 1997, which led the 
academic community to revisit the value of machine 
learning as a field of study [14]. In the last decade, 
machine learning has also taken advantage of the 
explosion in computer science to break through the 
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limitations of three-layer neural networks (the mark of 
deep learning) and achieve algorithms with the ability 
to “think” autonomously in the true sense of the word 
and has a wide range of applications in the modern 
world [14–16]. Exemplifying the integration of artificial 
intelligence, contemporary internet search engines, such 
as Google, employ sophisticated algorithms to analyze 
and assimilate user search patterns. This analytical 
capability enables these search engines to dynamically 
deliver highly relevant search results to individual users. 
Furthermore, artificial intelligence finds application 
in various domains, including social networking, 
where it contributes to personalizing content such 
as news and short films. It is also instrumental in 
media content promotion, such as personalized music 
recommendations, and extends its functionality to 
image recognition for identifying individuals or objects 
in pictures. Additionally, artificial intelligence plays a 
pivotal role in language-related tasks, such as translation 
services, and contributes to the identification and 
mitigation of potentially harmful information [15]. In 
business, AI is used to customise different personalised 
movie products for different customers, and our mobile 
phones use AI as personal electronic assistants such as 
Siri.

Meanwhile, more advanced AI is used in autonomous 
driving technology, smart grid design and development, 
and the core of modern robotics [17]. Since AI has 

several orders of magnitude more computing power 
than humans, this means that AI can quickly simulate 
all possible scenarios and determine and give optimal 
solutions based on the conditions of use [18]. Lithium 
science follows this trend and to reduce the cost of 
developing new materials and improve product quality, 
the lithium industry is investing in artificial intelligence 
and digitalisation to accelerate its research and 
development. Meanwhile, academia intends to apply AI 
and ML as a booster of research in cathode and anode 
materials, electrolytes (solid/liquid), catalysts and cell 
structures [19, 20].

An ML workflow (Fig. 2) always begins with gathering 
and preparing the data and encoding the data set into a 
numerical representation, in which meaningful patterns 
and regularities can be identified and extracted by 
the learning algorithm and then translated into the 
parameters that can be recognized by the computer, and 
finally to test the model out of sample [21–23].

3.2  Machine learning algorithms and two important 
elements

Algorithms should be one of the fundamental training 
elements for machine learning and can be classified 
as supervised, unsupervised, semi-supervised, and 
reinforced learning methods [24]. Supervised methods 
use pre-processed data sets with defined variable inputs 
and outputs, and in the case of supervised ML, there is 

Fig. 1 The schematic diagram of the deployment of the Material Genome Initiative [12]
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a distinction between regression and classification. In 
unsupervised ML algorithms, this a priori information 
is missing, and the target is to dig patterns out of the 
massive dataset. The latter refers to ML techniques that 
analyze the dataset using classes, whereas the former does 
it using continuous values. Supervised or unsupervised 
ML can produce classes used in supervised machine 
learning. Semi-supervised methods fall somewhere in 
between, utilizing datasets that contain both labelled and 
unlabeled data [24]. Reinforcement learning is currently 
one of the popular methods in machine learning that 
does not require an explicit dataset as input but provides 
a virtual environment in which the machine learning 
algorithms are free to explore and receive the appropriate 
reward or punishment feedback ultimately maximizing 
the rewards as in the case of AlphaGo [25]. Deep 
Learning (DL), also known as “Deep Neural Network 
Learning Algorithms (DNNs)”, unlike traditional machine 
learning methods that rely on manually created features, 
Deep Learning utilizes neural networks to autonomously 
learn representations from raw data (Table  1), which 
makes it particularly effective when dealing with complex 
tasks involving large datasets. The use of multiple layers 
of hidden neurons (typically no less than 3) combined 
with highly optimized algorithms and architectures can 
address the computational power limitations of earlier 
shallow neural networks (consisting of 1 or 2 layers) and 
overcome the challenges posed by the inability of manual 

feature extractors used in traditional machine learning 
paradigms to efficiently scale large datasets [26, 27].

Data is another of the fundamental training elements 
for machine learning, and large amounts of high-quality 
data are the basis for good performance in machine 
learning. This data includes both the structure and 
the properties of materials at all scales. This data can 
be obtained from a wide range of sources, either from 
experiments and simulations, published literature or 
directly from the materials databases, such as ICSD, 
OQMD, Materials Project, etc. [24].

Material descriptors are defined as descriptive 
parameters for the material property [28]. Although this 
concept is very abstract, it is not difficult to understand. 
Currently, quantities of descriptors have been devised 
by materials scientists to describe various aspects of 
material properties. Although material descriptors vary 
in complexity, they must all satisfy the four characteristics 
below.

(1) Reproducibility means that where the same 
descriptors are used, the descriptors should be 
fixed for the same material at any time and place 
to guarantee the repeatability of machine learning 
results [28]. For example, to describe the motion of 
an electron, according to Heisenberg’s Uncertainty 
principle, simply using the position of the electron 
as a descriptor does not satisfy the requirement 
of repeatability, in contrast to the use of wave 

Fig. 2 The neural networks and workflow of AI/ML
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functions to describe it, which can constitute a 
reasonable descriptor of the position of the electron 
[24, 29, 30].

(2) Validity means that the descriptor should describe 
at least one intrinsic property of the material that 
is strongly relevant to the purpose of the machine 
learning [28].

(3) Distinguishability means that differences between 
the descriptors of different materials can be 
recognized by the machine. Theoretically, material 
descriptors that can be distinguished by humans 
also should be recognized by machines due to the 
role of descriptors mainly to bridge the gap between 
human and machine learning [28].

(4) Simplicity means that descriptors cannot be too 
complex to be learned or understood by machines 
[28].

4  Quantitative structure–activity relationships 
and molecular descriptors

Quantitative structure–activity relationships (QSARs), 
which employ mathematical and statistical techniques 
to explain quantitative patterns of change between the 
activity or physicochemical properties of a compound 
and its molecular structure, play a significant role 
in chemometrics [31, 32]. Since the 1980s, the rapid 
development of methodology and computational science, 
especially high-throughput screening, has accumulated 
a large amount of bioactivity data, making QSAR studies 
widely used in life sciences, environmental sciences, 
and other fields [33, 34]. The calculation of molecular 
descriptors is the basis of QSAR research, and the precise 
definition and rational use of molecular descriptors 
are very important in QSAR research [32, 34, 35]. The 
accurate screen of descriptors is crucial for producing 
QSAR models with high confidence and validity. 
Currently, more than 5000 molecular descriptors are 
available in various software packages [32, 34]. Therefore, 
the first problem in QSAR research is to select the most 
relevant ones for the subject under study. The main 
descriptor selection methods mentioned in the literature 
are stepwise regression (SR), principal component 
analysis (PCA), factor analysis (FA) and partial least 
squares (PLS) [33, 36].

Generally, suitable molecular descriptors have the 
following characteristics: (1) structural interpretability, 
(2) an excellent correlation with at least one property, 
(3) the advantage of distinguishing between isomers, (4) 
the ability to apply to local structures, (5) outstanding 
independence, (6) conciseness, (7) not grounded in 
experimental results, (8) not correlated with other 
descriptors, (9) can be built effectively, (10) use well-
known structural principles, (11) possess the appropriate 

size dependence, and (12) change as the structure 
changes. Furthermore, molecular descriptors can roughly 
be categorized into the types depicted in Fig.  3 [32, 
34–36].

Molecular descriptors can be categorized as 
quantitative and qualitative descriptors [34]. Quantitative 
descriptors can be based on a variety of theoretical or 
experimental spectral data, molecular composition 
(hydrogen bond donor number, chemical bond number), 
physicochemical characteristics (ester water distribution 
coefficient), molecular field descriptors, molecular shape 
descriptors, etc. The structure, characteristics, fragments, 
or substructures of a molecule are typically represented 
by a specific code, which is referred to as a qualitative 
descriptor or molecular fingerprint. Public keys, MACCS 
keys, Daylight fingerprints, and MDL are examples 
of molecular fingerprints. Based on the descriptor’s 
data type, molecular descriptors can be categorized 
as Boolean (chiral or not), integer (ring number), real 
(molecular weight), vector (dipole moment), tensor 
(electron polarization rate), scalar field (electrostatic 
pattern), vector field (electrostatic potential ladder), and 
molecular shape descriptor, vector fields (electrostatic 
potential gradients), and other types [32, 34].

Molecular descriptors can also be classified as one-
dimensional, two-dimensional, three-dimensional, etc., 
depending on the number of dimensions of the molecular 
structure required for the descriptor calculation. In 
addition, there are other criteria for classifying molecular 
descriptors for different computational systems [32, 
35]. Take Dragon, a molecular descriptor calculation 
software, as an example, it can be divided into 20 modules 
including compositional descriptors, molecular property 
descriptors, topological descriptors, and geometric 
descriptors, depending on the physical meaning of the 
descriptors, each of which represents different chemical 
information [34].

5  Donations of descriptors in Li‑cells’ performance 
improvement and prediction

Typically, the functionality of the cathode, anode, and 
electrolyte—where the latter also includes lithium salts, 
organic solvents, and other additives—significantly 
determines lithium-ion batteries’ performance in a 
significant way [35]. As mainstream commercial batteries 
still consist of a solid electrode and a liquid electrolyte, 
this means that the main processes of lithium-ion 
migration between the cathode and anode include solid 
phase diffusion within both electrodes, liquid phase 
transport in the electrolyte solution and solid–liquid 
interfacial reactions between the electrolyte and the 
electrode. Therefore, this review is only concerned with 
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the application of descriptors in solid-state electrodes 
and liquid electrolytes.

5.1  Electrodes‑related descriptors
The mainstream of the widely accepted theoretical 
models for electrode design currently uses the mean-field 
pseudo-two-dimensional (P2D) mode [37, 38]. However, 
the influence of microstructural characteristics on the 

Fig. 3 Different types of molecular descriptors
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electrochemical behavior of porous electrodes has been 
ignored by those design methods, contradicting the 
axiom that the microstructure of electrodes plays an 
important role in the performance of electrodes. Recent 
advances in structural characterization techniques [39], 
and numerical computational techniques have made 
it possible to model the microstructure of materials 
used in lithium-ion electrodes without using volume 
averaging [40, 41]. For instance, the standard deviation 
from the state of lithium (SoL), which Lu et  al. [42] 
referred to as the extent of the deviation from SoL as a 
function of electrode depth, was studied along with the 
individual SoL of the active layer’s particles. They noticed 
that the standard deviation of the SoL decreases with 
distance from the diaphragm and converges at a certain 
depth, known as the solid-state transport (SST) control 
depth (electrode penetration depth), beyond which 
the discharge of the particles is severely constrained by 
liquid-state transport (LST). The results demonstrate that 
an electrode with a hierarchical particle size distribution 
can further enhance rate performance without degrading 
gravimetric energy density using this penetration 
depth as a descriptor. Moreover, by using SST as a 
descriptor, the thickness of the electrode sheet can also 
be designed to optimize the multiplicative performance 
of the cell without affecting the gravimetric energy 
density, demonstrating the importance of applying the 

depth-dependent SoL as a descriptor in optimizing the 
multiplicative performance of electrode materials when 
designing layered microstructures for Li-ion batteries 
[42, 43].

Furthermore, Shan et al. [43] argues that this modelling 
of kinetic restrictions in the direction of the electrode 
depth is too coarse and severely hampers the fine 
design of the electrode structure. This is because the 
standard deviation of SoL is shown to vary continuously 
with depth, rather than decreasing with increasing 
depth of discharge (DoD), which hinders the accurate 
identification of the SST control depth. Therefore, they 
attempted to improve the accuracy of depth-dependent 
kinetic properties by using the difference in SoL time of 
individual particles (dSoL) and the SoL span in individual 
particles (∆SoL) as dual descriptors and dividing 
the electrodes into SST-controlled, mixed SST-LST-
controlled, and LST-controlled zones as Fig.  4 shows, 
where dSoL stands for the rate at which lithium ions in 
the particles intercalate and de-intercalate, ∆SoL is the 
variation in SoL values between the particle’s surface and 
center, which describes the rate of lithium-ion interfacial 
charge transfer at each particle’s surface [43].

Electrochemical simulations show that electrodes 
designed using the dSoL and ∆SoL dual kinetic 
descriptors have significantly higher capacity at high 
multiplicity (5C) compared to homogeneous electrodes 

Fig. 4 Schematic figure of Li-ion electrode transmission
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[43]. This work demonstrates the importance of accurate 
and stable descriptors when machine learning is applied 
to optimize lithium battery design solutions, which 
is consistent with the four properties of descriptors 
mentioned previously [28, 43].

The integrity, longevity, and safety of lithium-ion 
batteries have been persistently compromised by the 
occurrence of fibrous lithium metal dendrite formation 
on the negative electrode. Such dendritic growth poses 
a challenge to the reliable performance of the battery 
over its lifecycle, with instances of extreme usage, such 
as overcharging, being inevitable. When this happens, 
the lithium battery anode typically develops a lithium 
dendrites [44, 45]. When lithium metal precipitates on 
the negative electrode, it inevitably generates lithium 
dendrites during subsequent charge and discharge 
cycles, and they lead to a loss of reversible lithium-ion 
and active material. As well as puncturing the diaphragm 
and leading to an internal short circuit accompanied 
by intense heating, thermal runaway inevitably occurs 
[44–46]. However, some theoretical calculations have 
shown that magnesium batteries are more likely to tend 
to a smooth surface than lithium and sodium batteries 
during the charging process. [47] The existing theories of 
dendritic growth are usually not element-specific, which 
means that they cannot explain the differences between 
the various metals. Jäckle et  al. [48] suggest that the 
growth mechanism of metal dendrites on the negative 
surface is closely related to the diffusion process, and a 
descriptor has been added to predict the rate at which 
metal dendrites will grow on the negative electrode, the 
height of the metal self-diffusion barrier. The descriptor’s 
reliability of using the height of the metal self-diffusion 
barrier was determined by experimentally comparing 
the growth of negative dendrites in lithium, sodium, 
magnesium, and aluminium-ion batteries with different 
metals. This provides basic design principles for reducing 
the cost and lead time for the development of anode 
materials and speeds up the development of dendrite-
free electrodes and long-lasting Li-ion batteries.

The development of new cathode materials and 
the enhancement of the morphological properties of 
cathode material particles can both improve battery 
performance due to the cathode material typically 
determines the energy density of lithium-ion batteries 
[49]. Nickel-rich cathode materials have received 
much academic attention due to their high energy 
density but low-cost advantages [50]. Improving the 
preparation of its precursors over the process has a 
significant impact on optimizing the performance of 
nickel-rich cathode materials [42, 50]. Co-precipitation 
is currently used as the dominant process to produce 
nickel-rich cathode material precursors due to its ability 

to provide secondary particles with a homogeneous 
composition consisting of highly crystalline primary 
particles. However, optimization of the preparation 
process through experimental validation methods is 
often time-consuming and expensive. Lee et  al. [50] 
suggests a descriptor, which uses the ratio of the reaction 
quotient (Q) to the equilibrium constant (K) for effective 
nucleation and crystal growth of metal hydroxides to 
predict and optimize the production process of nickel 
cobalt hydroxide (MHP). It was verified that the actual 
co-precipitated particles had the same and uniform 
size and shape as predicted, which further evidence of 
the importance of the role descriptors play in the use of 
machine learning in the creation of new materials and 
the improvement of manufacturing procedures.

Moreover, existing cathode materials for lithium-
ion batteries are crystals formed by atoms and their 
coordination environments arranged in the lattice 
of the basic structural unit and periodicity in a 
certain combination [51], which is similar to the 
deoxyribonucleotides in DNA. Therefore, studying 
the physicochemical properties of cathode materials 
from an atomic perspective to investigate novel and 
precise cathode material descriptors, then will lead 
to a better and deeper understanding of the inherent 
electrochemical properties of these materials, as well as 
the rational design of high-performing cathode materials 
[52].

Marianetti et al. [53] and Maxisch et al. [54] studied 
the impacts of the coordination environment of 
different transitional metals in layered transitional 
metal oxide  (LixMO2) and polyanionic compound 
 (LixMPO4 and  LixMSiO4) on phase transaction and 
electronics state on d-orbital changes to predict their 
conductivities variation. They found that the state of 
electronics onto the d-band of transitional metal (TM) 
element in  LixTMO2 tends to delocalize during the 
charging process and its crystalline phase structure 
transforms from a semiconductor phase to a metallic 
phase with a higher electrical conductivity [53]. By 
contrast, the state of electronics onto the d-orbital of 
transitional metal (TM) elements in the polyanionic 
compound shows the opposite trend, which tends to 
be more localized and coupled with atomic lattice 
distortions to form polarons [54]. And, Wei et  al. [55] 
also found that the diffusion of Li ions is closely related 
to the valence state of TM ions and the size of the 
lattice through the study of the Li-ion migration in the 
multi-transition metal oxide. In addition, strong P-O 
covalence in the  PO4 tetrahedrons unit serves as joints 
between the adjunct  FeO6 planes to create exceptional 
structural and thermal stability during charge–
discharge cycling and prevent oxygen release reactions 
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[56]. By contrast, the irreversible phase transition that 
occurs during the delithiation process in layered nickel-
rich cathode material is caused by the distortion of the 
unstable  NiO6 lattice unit, which ultimately results in 
weak cyclability and reduced capacity retention [57]. 
Although, the above studies illustrate that the atomic 
structure units and their coordination method are 
closely related to several material properties including 
conductivity, rate capability, and stability, which 
demonstrates the feasibility of using atomic structure 
units and their permutations as material descriptors 
for machine learning to predict material properties, 
quantifying these structural factors and subsequently 
integrating them into the realms of machine learning 
or artificial intelligence poses significant challenges. 
In response to those challenges, Wang et  al. [58] 
introduced an enhanced iteration of the crystal 
convolutional neural network (CGCNN) algorithm, 
denoted as mCGCNN. This advanced deep learning 
model effectively combines the distinctive features 
of crystal structures with the physical and chemical 
properties of materials. It adeptly addresses the data 
fusion issue inherent in existing generalized models 
for materials, leading to a notable enhancement in the 
efficiency and accuracy of predicting gravity capacity 
for lithium-ion battery materials. The incorporation of 
scale factors α and β serves to regulate the influence 
of material crystal structure and numerical data on 
the model, thereby augmenting the flexibility and 
adjustability of the overall system, which further 
demonstrates the efficiency of accurate descriptors 
paired with appropriate algorithms in predicting the 
performance of lithium-ion battery materials.

The stability and mechanical strength of the SEI layer 
also have a significant impact on the cycling stability 
of lithium-ion batteries, for example, lithium-ion 
batteries that use silicon-based materials as anodes 
usually have an extremely short cycle life. In addition 
to the exaggerated volume changes and expansion 
stresses of the Si active particles during lithiation and 
delithiation, the rupture and regeneration of the SEI 
film during charge/discharge cycles can also deplete the 
active lithium content significantly, leading to capacity 
degradation [59–61]. Jiménez et  al. [62] and Li et  al. 
[63] tried to solve this issue by coating a robust artificial 
solid electrolyte interface (ASEI) layer on the silicon 
particle surface. Nevertheless, the development of an 
exemplary Solid Electrolyte Interphase (ASEI) layer 
necessitates the consideration of multiple critical factors, 
encompassing attributes such as thermal stability, ionic 
conductivity, and mechanical properties [64]. Applying 
the mathematical model of the ASEI layer to find key 
coefficients as descriptors to accelerate the design and 

development of ASEI film could be an effective method 
to reduce time and cost. However, most mathematical 
modelling work on electrodes assumes that the SEI layer 
is compositionally homogeneous or has a well-defined 
boundary between the organic and inorganic portions 
[65, 66]. This contrasts with the actual structure of the 
SEI film. Therefore, using such less accurate models as 
descriptors for machine learning can result in outputs 
that differ significantly from the target [66]. Manoj et al. 
[64] provide a heterogeneous ASEI model to develop 
key parameters (SEI film thickness, the thickness of the 
inorganic–organic interface, elastic deformation and 
plastic deformation-related parameters etc.) for the 
ASEI layer. Applying the parameters obtained from the 
heterogeneous excavated model as machine learning 
descriptors to accelerate the development of ASEI layers 
is significantly more efficient than parameters from the 
homogenized model [67].

5.2  Electrolytes‑related descriptors
Lithium nickel manganate (LNMO) [68], which possesses 
a spinel structure, and lithium cobalt phosphate (LCP) 
[69], which has an olivine structure, are considered ideal 
candidates for optimizing the performance of LIBs due 
to their higher operating voltage and similar capacity to 
their lower voltage counterparts,  LiFePO4 (LFP) [69]. 
One of the requirements for the improvement of high-
energy–density lithium-ion batteries is the creation of 
electrolytes capable of running high-voltage cathodes. 
However, the development of high-energy–density 
Li-ion batteries is constrained by the frequently higher 
development costs and longer development cycles 
associated with novel electrolytes [70]. The application 
of ML to battery research is seen as a potent technique 
for quickening the research process. However, the first 
hurdle to establishing relevant and accurate AI/ML is 
frequently the development of appropriate material 
descriptors, such as precise descriptors of electrolyte 
oxidative stability. Choosing a reasonable solvent is still a 
difficult challenge in creating electrolytes [70, 71].

Based on the assumption of a non-interactive 
environment, the highest occupied molecular orbital 
(HOMO) level of a solvent molecule is used as a 
conventional method to define the tendency of an 
electrolyte to be oxidatively stable [72]. However, the 
HOMO levels of solvents have been renormalized 
because, in real electrolyte solutions, solvent molecules 
are usually encapsulated in their solvation shells as 
shown in Fig. 5 [70].

Pande et al. [73] used the number of Gutmann donors 
and acceptors based on solvent and other components 
as a simple descriptor of HOMO-level renormalization 
induced by different electrolyte compositions. This 
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method uses an explicit solvation model and a 
straightforward generalized gradient approximation 
(GGA) level DFT calculation to calculate the 
relationship between the number of Gutmann donors 
(DN) [74] and the number of donors (AN) [75] of the 
constituents in the electrolyte and the renormalization 
of HOMO levels in the solvent. This approach can 

be used to screen unexplored stable solvents among 
many known organic compounds for the design of 
novel high-pressure stable electrolytes and offers a 
straightforward method for incorporating electrolyte 
stability in high-throughput computational screening, 
as opposed to the expensive, experimental data-
dependent methods previously employed. Instead, this 

Fig. 5 Schematic representation of electrolyte solvation and renormalization

Fig. 6 a Donor numbers (DN) and dielectric constants (ε) for some solvents used in Li-ion or Li-metal batteries. Reprinted from Ref. [71] 
with permission. Copyright 2023 Wiley-VCH GmbH; b The relationship between the dielectric constant, the number of electron donors, 
and the solubility of the lithium salt for some common solvents where LiFSI is the primary lithium salt. Reprinted from Ref. [71] with permission. 
Copyright 2023 Wiley-VCH GmbH



Page 12 of 15Wang et al. Nano Convergence            (2024) 11:8 

approach only requires measurements of donor and 
acceptor numbers. Furthermore, Wu et al. [71]. pointed 
out that the dielectric constant (ε) and donor number 
(DN) in electrolyte design lack universality, i.e., they 
are insufficient to describe a specific solvent’s solubility 
behaviours. For instance, Fig.  6 demonstrates that 
although non-soluble hydrofluoric ethers (HFEs) are 
not soluble in lithium salts, they have a low dielectric 
constant like that of dimethyl ether. Additionally, 
lithium bis-(fluoro-sulfonyl)-imide (LiFSI) produces 
contact ion pairs and is poorly soluble in 1,4-dioxane, 
even at low concentrations, whereas 1,4-dioxane (1,4-
DX) has a greater donor number than acetonitrile (AN) 
[76].

He et al. [71]. studied the ESP of many solvents using 
density flooding theory (DFT) and qualitatively analyzed 
solvent molecules at their highest electrostatic potential 
(ESPmax) and lowest electrostatic potential (ESPmin). 
The electrostatic potential (ESP) of the solvent was 
used as a descriptor for the screening and evaluation 

of solvents in electrolytes, and it helped to paint a clear 
image of electrolyte engineering since the ESP can 
successfully explain how Li+ and the solvent interact 
in electrolytes [77, 78]. Therefore, the use of ESP as 
a solvent descriptor can compensate for the lack of 
universality of dielectric constant and donor number 
as descriptors, broaden the screening of electrolyte 
solvents, and is expected to be a tool for implementing 
effective and accurate AI/ML models, thus accelerating 
the investigation of advanced and excellent stability 
electrolytes for outstanding performance lithium 
batteries. Other material descriptors are briefed in 
Table 2.

6  Summary and perspectives
This article reviews the basic concepts of AI/ML, 
algorithms, and relevant descriptors in the context of 
lithium battery materials. It also discusses the importance 
of appropriate and accurate descriptors in the application 

Table 2 Summary of material descriptors

Properties Descriptor References

The rate of lithium-ion interfacial charge transfer 
at each particle’s surface

The difference of SoL between the particle’s surface 
and center

Shan et al. [43]

The ease of dendrite formation on the negative 
electrode

The metal self-diffusion barrier Jäckle et al. [47, 48]

Effective nucleation and crystal growth processes 
of metal hydroxides

The ratio of the reaction quotient to the equilibrium 
constant (Q/K)

Lee et al. [50]

Material properties The atomic structure units and their coordination 
method

Wei et al. [55]

HOMO-level renormalization induced by different 
electrolyte compositions

the dielectric constant (ε) and donor number (DN) Pande et al. [73]

To explain how Li+ and the solvent interact 
in electrolytes

The electrostatic potential (ESP) of the solvent He et al. [71]

Li bond strength The chemical shift of Li polysulfides in 7Li NMR 
spectroscopy

Hou et al. [79]

The CO2RR performance The free energy difference of �G(*HOCO) − �G(*CO) Chang et al. [80]

The peak of activity Atomic oxygen binding Hwang et al. [81]

Catalytic activity Adsorption energies of Li and  LiO2 Kim et al. [82]

The electron exchange capacity between two 
species in the solid–solid interface

The surface acidity Zhu et al. [83]

The adsorbate–metal interaction The d-band centre theory Chen et al. [84]

The oxygen. reduction reaction (ORR) The rate of *O ↔ *OH process Luo and Koper [85]

SEI layer performance HOMO
LUMO
Electron affinity (EA)
Relatice dipole moment
Chemical hardness ( η)

Halls and Tasaki [86] and Wang et al. [87]

Conductivity
Rate capability
Electronic state on d-orbital
Phase transaction

The coordination environment of transitional metal 
elements

Marianetti et al. [53] and Maxisch et al. [54]

Thermal stability
Structure stability

The atomic structure unit stability Brand et al. [56]
Zheng et al. [57]
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of ML to accelerate the development process of novel 
battery materials.

In essence, the progression of material descriptors 
is intricately tied to the evolution of Li-ion battery 
technology. This involves parameterizing specific intrinsic 
characteristics of materials, such as electrostatic potential, 
donor number, dielectric constant, and atomic structure 
units. Similar to the intricate code embedded in human 
DNA, material descriptors are poised to effectively 
articulate, predict, and facilitate the deliberate manipulation 
of corresponding materials at the foundational level of 
atomic structure. Simultaneously, for these descriptors to 
be impactful, they must exhibit qualities of reproducibility, 
simplicity, efficiency, and accuracy. Given the iterative 
nature of machine learning, the accuracy of material 
descriptors demonstrates an exponentially positive 
correlation with operational efficiency. Consequently, more 
precise descriptors play a vital role in expediting machine 
learning to accelerate the development of novel materials. 
Moreover, as artificial intelligence continues to progress and 
in-depth research on relevant material descriptors expands, 
the widespread adoption of AI/ML in material development 
and design will inevitably increase [88]. Notably, the advent 
of Artificial General Intelligence (AGI) marks a significant 
stride in the next generation of AI, empowering machines 
with comprehension, learning, and knowledge application 
across a broad spectrum of tasks at a level comparable to 
human capabilities. AGI’s general cognitive abilities, akin 
to diverse human skills, imply adaptability to new and 
unfamiliar tasks without explicit programming. [89–91] 
With the anticipated arrival of AGI, material descriptors are 

projected to acquire self-scaling capabilities, ushering in a 
new era of fully automated advancements in Li-ion battery 
technology and other material developments (Fig. 7).

Acknowledgements
We want to show gratitude to the National Natural Science Foundation of 
China [No. 22279070 (Li. Wang) and U21A20170 (X. He)] and the Ministry of 
Science and Technology of China [2019YFA0705703 (L. Wang)]. The authors 
also thank the Joint Work Plan for Research Projects under the Clean Vehicles 
Consortium at the U.S. and China-Clean Energy Research Center (CERC-
CVC2.0, 2016-2020) and the “Explorer 100” cluster system of Tsinghua National 
Laboratory for Information Science and Technology for facility support.

Author contributions
ZW: Responsible for literature search, thesis logical structure design, thesis 
writing as well as revision. LW: Responsible for the availability of literature, as 
well as checking the content of the review and providing revisions. HZ, HX, 
XH: Responsible for checking the content of articles and providing literature. 
All of the authors participated in the content of the article. All authors read 
and approved the final manuscript.

Data availability statement
The data required in the article can be obtained from the author.

Declarations

Competing interests
The authors declare no competing interests.

Received: 2 October 2023   Accepted: 18 February 2024

References
 1. T. Placke, R. Kloepsch, S. Dühnen, M. Winter, Lithium ion, lithium metal, 

and alternative rechargeable battery technologies: the odyssey for high 
energy density. J. Solid State Electrochem. 21(7), 1939–1964 (2017). 
https:// doi. org/ 10. 1007/ s10008- 017- 3610-7

Fig. 7 Evolution of the approach to the development of new materials through artificial intelligence

https://doi.org/10.1007/s10008-017-3610-7


Page 14 of 15Wang et al. Nano Convergence            (2024) 11:8 

 2. T. Lombardo et al., Artificial intelligence applied to battery research: hype 
or reality? Chem. Rev. 122(12), 10899–10969 (2022). https:// doi. org/ 10. 
1021/ acs. chemr ev. 1c001 08

 3. E. Commision. Li-ion cell materials & transport modelling (2023), https:// 
ec. europa. eu/ info/ fundi ng- tende rs/ oppor tunit ies/ portal/ screen/ oppor 
tunit ies/ topic- detai ls/ lc- bat-6- 2019. Accessed 08 June 2023

 4. J. Liang et al., Accelerating perovskite materials discovery and correlated 
energy applications through artificial intelligence. Energy Mater. (2022). 
https:// doi. org/ 10. 20517/ energ ymater. 2022. 14

 5. N. Nosengo, Can artificial intelligence create the next wonder material? 
Nature 533(7601), 22–25 (2016). https:// doi. org/ 10. 1038/ 53302 2a

 6. Y. Liu et al., Machine learning in materials genome initiative: a review. J. 
Mater. Sci. Technol. 57, 113–122 (2020). https:// doi. org/ 10. 1016/j. jmst. 
2020. 01. 067

 7. Materials genome initiative. www. mgi. gov
 8. S. Chmiela, H.E. Sauceda, K.R. Muller, A. Tkatchenko, Towards exact 

molecular dynamics simulations with machine-learned force fields. Nat. 
Commun. 9(1), 3887 (2018). https:// doi. org/ 10. 1038/ s41467- 018- 06169-2

 9. K.T. Schutt, F. Arbabzadah, S. Chmiela, K.R. Muller, A. Tkatchenko, 
Quantum-chemical insights from deep tensor neural networks. Nat. 
Commun. 8, 13890 (2017). https:// doi. org/ 10. 1038/ ncomm s13890

 10. A.P. Bartók, M.C. Payne, R. Kondor, G. Csányi, Gaussian approximation 
potentials: the accuracy of quantum mechanics, without the electrons. 
Phys. Rev. Lett. 104(13), 01 (2010). https:// doi. org/ 10. 1103/ physr evlett. 
104. 136403

 11. E. Kocer, J.K. Mason, H. Erturk, A novel approach to describe chemical 
environments in high-dimensional neural network potentials. J. Chem. 
Phys. 150(15), 21 (2019). https:// doi. org/ 10. 1063/1. 50861 67

 12. C.M. Julien, A. Mauger, K. Zaghib, H. Groult, Comparative issues of 
cathode materials for Li-ion batteries. Inorganics 2(1), 132–154 (2014)

 13. M. Petrik. Machine learning—introduction to machine learning (2023), 
https:// www. cs. unh. edu/ ~mpetr ik/ teach ing/ intro_ ml_ 17/ intro_ ml_ 17_ 
files/ class1. pdf. Accessed 08 June 2023

 14. J.G. Carbonell, R.S. Michalski, T.M. Mitchell, 1—An overview of machine 
learning, in Machine Learning. ed. by R.S. Michalski, J.G. Carbonell, T.M. 
Mitchell (Morgan Kaufmann, San Francisco, 1983), pp.3–23

 15. P. Domingos, The master algorithm: how the quest for the ultimate 
learning machine will remake our world. Choice Rev. Online 53(07), 18 
(2016). https:// doi. org/ 10. 5860/ choice. 194685

 16. J. Alzubi, A. Nayyar, A. Kumar, Machine learning from theory to algorithms: 
an overview. J. Phys. Conf. Ser. 1142(1), 012012 (2018). https:// doi. org/ 10. 
1088/ 1742- 6596/ 1142/1/ 012012

 17. M.Q. Raza, A. Khosravi, A review on artificial intelligence based load 
demand forecasting techniques for smart grid and buildings. Renew. 
Sustain. Energy Rev. 50, 1352–1372 (2015). https:// doi. org/ 10. 1016/j. rser. 
2015. 04. 065

 18. V. Venkatasubramanian, The promise of artificial intelligence in chemical 
engineering: is it here, finally? AIChE J. 65(2), 466–478 (2019). https:// doi. 
org/ 10. 1002/ aic. 16489

 19. J. Li, Y. Tu, R. Liu, Y. Lu, X. Zhu, Toward “on-demand” materials synthesis 
and scientific discovery through intelligent robots. Adv. Sci. (Weinh) 7(7), 
1901957 (2020). https:// doi. org/ 10. 1002/ advs. 20190 1957

 20. T. Fukuya, Y. Shibuta, Machine learning approach to automated analysis of 
atomic configuration of molecular dynamics simulation. Comput. Mater. 
Sci. 184, 109880 (2020). https:// doi. org/ 10. 1016/j. comma tsci. 2020. 109880

 21. F. Faber, A. Lindmaa, O.A.V. Lilienfeld, R. Armiento, Crystal structure 
representations for machine learning models of formation energies. Int. J. 
Quantum Chem. 115(16), 7 (2015). https:// doi. org/ 10. 1002/ qua. 24917

 22. F.A. Faber, A.S. Christensen, B. Huang, O.A. von Lilienfeld, Alchemical 
and structural distribution based representation for universal quantum 
machine learning. J. Chem. Phys. 148(24), 241717 (2018). https:// doi. org/ 
10. 1063/1. 50207 10

 23. K.T. Schütt, H. Glawe, F. Brockherde, A. Sanna, K.R. Müller, E.K.U. Gross, 
How to represent crystal structures for machine learning: towards fast 
prediction of electronic properties. Phys. Rev. B 89(20), 205118 (2014). 
https:// doi. org/ 10. 1103/ PhysR evB. 89. 205118

 24. S.J. Russell, P. Norvig, E. Davis, Artificial Intelligence: A Modern Approach 
(Pearson Educación, Harlow, 2022)

 25. J. Yan et al., Material descriptors for predicting thermoelectric 
performance. Energy Environ. Sci. 8(3), 983–994 (2015). https:// doi. org/ 
10. 1039/ C4EE0 3157A

 26. Y. LeCun, Y. Bengio, G. Hinton, Deep learning. Nature 521(7553), 436–444 
(2015)

 27. G. Zhong, L.-N. Wang, X. Ling, J. Dong, An overview on data 
representation learning: from traditional feature learning to recent deep 
learning. J. Finance Data Sci. 2(4), 265–278 (2016)

 28. A. Seko, A. Togo, I. Tanaka, Descriptors for machine learning of 
materials data. Nanoinformatics (2018). https:// doi. org/ 10. 1007/ 
978- 981- 10- 7617-6_1

 29. S. Stephens, Heisenberg: The Uncertainty Principle (Bloomsbury Methuen 
Drama, London, 2017)

 30. L. Pauling, E. Wilson, Quantum Mechanics with Application to Chemistry 
(Dover, New York, 1985)

 31. W. Ping, K. Dexin, Molecular similarity and localization of MOLPRINT 2D. 
Comput. Appl. Chem. 25(4), 505 (2008)

 32. T. Puzyn, Recent Advances in QSAR Studies Methods and Applications 
(Springer, New York, 2022)

 33. R. Wei, K. Dexin, Relevance of molecular descriptors in quantitative 
conformational relationship studies. Comput. Appl. Chem. 11, 1455–1458 
(2009)

 34. R. Todeschini, V. Consonni, Handbook of Molecular Descriptors (Wiley, 
Weinheim, 2008)

 35. R. Korthauer, Lithium-Ion Batteries: Basics and Applications (Springer, Berlin, 
2018)

 36. K. Liu, J. Feng, S.S. Young, PowerMV: a software environment for molecular 
viewing, descriptor generation, data analysis and hit evaluation. J. Chem. 
Inf. Model. 45(2), 515–522 (2005)

 37. Z. Hui et al., Optimal electrode-scale design of Li-ion electrodes: a general 
correlation. Energy Storage Mater. 39, 176–185 (2021)

 38. Y. Dai, V. Srinivasan, On graded electrode porosity as a design tool for 
improving the energy density of batteries. J. Electrochem. Soc. 163(3), 
A406 (2015)

 39. L. Zielke et al., Three-phase multiscale modeling of a  LiCoO2 cathode: 
combining the advantages of FIB–SEM imaging and x-ray tomography. 
Adv. Energy Mater. 5(5), 1401612 (2015)

 40. X. Lu et al., 3D microstructure design of lithium-ion battery electrodes 
assisted by X-ray nano-computed tomography and modelling. Nat. 
Commun. 11(1), 2079 (2020)

 41. A.H. Wiedemann, G.M. Goldin, S.A. Barnett, H. Zhu, R.J. Kee, Effects of 
three-dimensional cathode microstructure on the performance of 
lithium-ion battery cathodes. Electrochim. Acta 88, 580–588 (2013)

 42. X. Lu et al., Multi-length scale microstructural design of lithium-ion 
battery electrodes for improved discharge rate performance. Energy 
Environ. Sci. 14(11), 5929–5946 (2021)

 43. Q. Shan, Y. Liu, S. Chen, Descriptor-based graded electrode 
microstructures design strategies of lithium-ion batteries for enhanced 
rate performance. Batteries 9(4), 227 (2023)

 44. H. Lee, N. Sitapure, S. Hwang, J.S.-I. Kwon, Multiscale modeling of dendrite 
formation in lithium-ion batteries. Comput. Chem. Eng. 153, 107415 
(2021)

 45. L.A. Selis, J.M. Seminario, Dendrite formation in silicon anodes of lithium-
ion batteries. RSC Adv. 8(10), 5255–5267 (2018)

 46. X. Feng, M. Ouyang, X. Liu, L. Lu, Y. Xia, X. He, Thermal runaway 
mechanism of lithium ion battery for electric vehicles: a review. Energy 
Storage Mater. 10, 246–267 (2018)

 47. M. Jäckle, A. Groß, Microscopic properties of lithium, sodium, and 
magnesium battery anode materials related to possible dendrite growth. 
J. Chem. Phys. 141, 174710 (2014)

 48. M. Jäckle, K. Helmbrecht, M. Smits, D. Stottmeister, A. Groß, Self-diffusion 
barriers: possible descriptors for dendrite growth in batteries? Energy 
Environ. Sci. 11(12), 3400–3407 (2018)

 49. P. Minnmann, L. Quillman, S. Burkhardt, F.H. Richter, J. Janek, Editors’ 
choice—quantifying the impact of charge transport bottlenecks in 
composite cathodes of all-solid-state batteries. J. Electrochem. Soc. 
168(4), 040537 (2021)

 50. S.H. Lee, K.Y. Kwon, B.K. Choi, H.D. Yoo, A kinetic descriptor to optimize 
co-precipitation of nickel-rich cathode precursors for lithium-ion 
batteries. J. Electroanal. Chem. 924, 116828 (2022)

 51. M.S. Dyer et al., Computationally assisted identification of functional 
inorganic materials. Science 340(6134), 847–852 (2013)

 52. J. Zheng, Y. Ye, F. Pan, ‘Structure units’ as material genes in cathode 
materials for lithium-ion batteries. Natl. Sci. Rev. 7(2), 242–245 (2020)

https://doi.org/10.1021/acs.chemrev.1c00108
https://doi.org/10.1021/acs.chemrev.1c00108
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/lc-bat-6-2019
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/lc-bat-6-2019
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/lc-bat-6-2019
https://doi.org/10.20517/energymater.2022.14
https://doi.org/10.1038/533022a
https://doi.org/10.1016/j.jmst.2020.01.067
https://doi.org/10.1016/j.jmst.2020.01.067
http://www.mgi.gov
https://doi.org/10.1038/s41467-018-06169-2
https://doi.org/10.1038/ncomms13890
https://doi.org/10.1103/physrevlett.104.136403
https://doi.org/10.1103/physrevlett.104.136403
https://doi.org/10.1063/1.5086167
https://www.cs.unh.edu/~mpetrik/teaching/intro_ml_17/intro_ml_17_files/class1.pdf
https://www.cs.unh.edu/~mpetrik/teaching/intro_ml_17/intro_ml_17_files/class1.pdf
https://doi.org/10.5860/choice.194685
https://doi.org/10.1088/1742-6596/1142/1/012012
https://doi.org/10.1088/1742-6596/1142/1/012012
https://doi.org/10.1016/j.rser.2015.04.065
https://doi.org/10.1016/j.rser.2015.04.065
https://doi.org/10.1002/aic.16489
https://doi.org/10.1002/aic.16489
https://doi.org/10.1002/advs.201901957
https://doi.org/10.1016/j.commatsci.2020.109880
https://doi.org/10.1002/qua.24917
https://doi.org/10.1063/1.5020710
https://doi.org/10.1063/1.5020710
https://doi.org/10.1103/PhysRevB.89.205118
https://doi.org/10.1039/C4EE03157A
https://doi.org/10.1039/C4EE03157A
https://doi.org/10.1007/978-981-10-7617-6_1
https://doi.org/10.1007/978-981-10-7617-6_1


Page 15 of 15Wang et al. Nano Convergence            (2024) 11:8  

 53. C.A. Marianetti, G. Kotliar, G. Ceder, A first-order Mott transition in  LixCoO2. 
Nat. Mater. 3(9), 627–631 (2004)

 54. T. Maxisch, F. Zhou, G. Ceder, Ab initio study of the migration of small 
polarons in olivine  LixFePO4 and their association with lithium ions and 
vacancies. Phys. Rev. B 73(10), 104301 (2006)

 55. Y. Wei, J. Zheng, S. Cui, X. Song, Y. Su, W. Deng, Z. Wu, X. Wang, W. Wang, 
M. Rao, Y. Lin, C. Wang, K. Amine, F. Pan, Kinetics tuning of Li-ion diffusion 
in layered Li  (NixMnyCoz)  O2. J. Am. Chem. Soc. 137(26), 8364–8367 (2015)

 56. M. Brand et al., Electrical safety of commercial Li-ion cells based on NMC 
and NCA technology compared to LFP technology. World Electr. Veh. J. 
6(3), 572–580 (2013)

 57. J. Zheng et al., Ni/Li disordering in layered transition metal oxide: 
electrochemical impact, origin, and control. Acc. Chem. Res. 52(8), 
2201–2209 (2019)

 58. S. Wang et al., Integrating crystal structure and numerical data for 
predictive models of lithium-ion battery materials: a modified crystal 
graph convolutional neural networks approach. J. Energy Storage 80, 
110220 (2024)

 59. L. von Kolzenberg, A. Latz, B. Horstmann, Cover feature: chemo-
mechanical model of sei growth on silicon electrode particles (batteries 
& supercaps 2/2022). Batteries Supercaps 5(2), e202200006 (2022)

 60. I. Laresgoiti, S. Käbitz, M. Ecker, D.U. Sauer, Modeling mechanical 
degradation in lithium ion batteries during cycling: solid electrolyte 
interphase fracture. J. Power. Sources 300, 112–122 (2015)

 61. J.-F. Ding, R. Xu, C. Yan, B.-Q. Li, H. Yuan, J.-Q. Huang, A review on the 
failure and regulation of solid electrolyte interphase in lithium batteries. J. 
Energy Chem. 59, 306–319 (2021)

 62. A. Reyes Jiménez et al., A step toward high-energy silicon-based thin film 
lithium ion batteries. ACS Nano 11(5), 4731–4744 (2017)

 63. J. Li, N.J. Dudney, J. Nanda, C. Liang, Artificial solid electrolyte interphase 
to address the electrochemical degradation of silicon electrodes. ACS 
Appl. Mater. Interfaces 6(13), 10083–10088 (2014)

 64. M. Kumar, A. Sengupta, K. Gupta, J. Chakraborty, P.K. Das, Heterogeneity of 
solid electrolyte interphase layer sensitively determines thermo-chemo-
mechanical stresses in a silicon anode particle. J. Mater. Sci. 57(34), 
16418–16436 (2022)

 65. Y. He, H. Hu, Analysis of lithium ion concentration and stress in the solid 
electrolyte interphase on the graphite anode. Phys. Chem. Chem. Phys. 
17(36), 23565–23572 (2015)

 66. B. Wu, W. Lu, Mechanical modeling of particles with active core–shell 
structures for lithium-ion battery electrodes. J. Phys. Chem. C 121(35), 
19022–19030 (2017)

 67. R.D. Deshpande, D.M. Bernardi, Modeling solid-electrolyte interphase (SEI) 
fracture: coupled mechanical/chemical degradation of the lithium ion 
battery. J. Electrochem. Soc. 164(2), A461 (2017)

 68. W. Bernhart, Challenges and opportunities in lithium-ion battery supply, 
in Future Lithium-Ion Batteries. (CPI Group, Croydon, 2019), pp.316–334

 69. J.L. Allen, T.R. Jow, J. Wolfenstine, Improved cycle life of Fe-substituted 
 LiCoPO4. J. Power. Sources 196(20), 8656–8661 (2011)

 70. M.-K. Tran, A. DaCosta, A. Mevawalla, S. Panchal, M. Fowler, Comparative 
study of equivalent circuit models performance in four common lithium-
ion batteries: LFP, NMC, LMO, NCA. Batteries 7(3), 51 (2021)

 71. Y. Wu et al., Electrostatic potential as solvent descriptor to enable rational 
electrolyte design for lithium batteries. Adv. Energy Mater. 13, 2300259 
(2023)

 72. P. Peljo, H.H. Girault, Electrochemical potential window of battery 
electrolytes: the HOMO–LUMO misconception. Energy Environ. Sci. 11(9), 
2306–2309 (2018)

 73. V. Pande, V. Viswanathan, Descriptors for electrolyte-renormalized 
oxidative stability of solvents in lithium-ion batteries. J. Phys. Chem. Lett. 
10(22), 7031–7036 (2019)

 74. V. Gutmann, Solvent effects on the reactivities of organometallic 
compounds. Coord. Chem. Rev. 18(2), 225–255 (1976)

 75. U. Mayer, V. Gutmann, W. Gerger, The acceptor number—a quantitative 
empirical parameter for the electrophilic properties of solvents. 
Monatshefte für Chemie/Chem. Mon. 106, 1235–1257 (1975)

 76. J.F. Ding et al., Non-solvating and low-dielectricity cosolvent for anion-
derived solid electrolyte interphases in lithium metal batteries. Angew. 
Chem. Int. Ed. 60(20), 11442–11447 (2021)

 77. Z. Yu et al., Molecular design for electrolyte solvents enabling energy-
dense and long-cycling lithium metal batteries. Nat. Energy 5(7), 526–533 
(2020)

 78. C.S. Rustomji et al., Liquefied gas electrolytes for electrochemical energy 
storage devices. Science 356(6345), eaal4263 (2017)

 79. T.Z. Hou, W.T. Xu, X. Chen, H.J. Peng, J.Q. Huang, Q. Zhang, Lithium bond 
chemistry in lithium–sulfur batteries. Angew. Chem. 129(28), 8290–8294 
(2017)

 80. Q. Chang et al., Metal-coordinated phthalocyanines as platform 
molecules for understanding isolated metal sites in the electrochemical 
reduction of  CO2. J. Am. Chem. Soc. 144(35), 16131–16138 (2022)

 81. S.J. Hwang et al., Role of electronic perturbation in stability and activity 
of Pt-based alloy nanocatalysts for oxygen reduction. J. Am. Chem. Soc. 
134(48), 19508–19511 (2012)

 82. H.-J. Kim, S.C. Jung, Y.-K. Han, S.H. Oh, An atomic-level strategy for the 
design of a low overpotential catalyst for  Li−  O2 batteries. Nano Energy 
13, 679–686 (2015)

 83. J. Zhu et al., Surface acidity as descriptor of catalytic activity for oxygen 
evolution reaction in Li-O2 battery. J. Am. Chem. Soc. 137(42), 13572–
13579 (2015)

 84. Z. Chen et al., Tailoring the d-band centers enables  Co4N nanosheets to 
be highly active for hydrogen evolution catalysis. Angew. Chem. Int. Ed. 
57(18), 5076–5080 (2018)

 85. M. Luo, M.T. Koper, A kinetic descriptor for the electrolyte effect on the 
oxygen reduction kinetics on Pt (111). Nat. Catal. 5(7), 615–623 (2022)

 86. M.D. Halls, K. Tasaki, High-throughput quantum chemistry and virtual 
screening for lithium ion battery electrolyte additives. J. Power. Sources 
195(5), 1472–1478 (2010)

 87. A. Wang, S. Kadam, H. Li, S. Shi, Y. Qi, Review on modeling of the anode 
solid electrolyte interphase (SEI) for lithium-ion batteries. Npj Comput. 
Mater. 4(1), 15 (2018)

 88. L. Zheng et al., Artificial intelligence-driven rechargeable batteries in 
multiple fields of development and application towards energy storage. 
J. Energy Storage 73, 108926 (2023)

 89. B. Goertzel, Artificial general intelligence: concept, state of the art, and 
future prospects. J. Artif. Gen. Intell. 5(1), 1 (2014)

 90. B. Goertzel, C. Pennachin, Artificial General Intelligence (Springer, New York, 
2007)

 91. B. Goertzel, P. Wang, A foundational architecture for artificial general 
intelligence, in Advances in Artificial General Intelligence: Concepts, 
Architectures and Algorithms, vol. 6, (IOS Press, Amsterdam, 2007), p.36

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in 
published maps and institutional affiliations.


	Materials descriptors of machine learning to boost development of lithium-ion batteries
	Abstract 
	1 Introduction
	2 Materials genome initiative
	3 Artificial intelligence, machine learning and molecular descriptors
	3.1 Artificial intelligence and machine learning
	3.2 Machine learning algorithms and two important elements

	4 Quantitative structure–activity relationships and molecular descriptors
	5 Donations of descriptors in Li-cells’ performance improvement and prediction
	5.1 Electrodes-related descriptors
	5.2 Electrolytes-related descriptors

	6 Summary and perspectives
	Acknowledgements
	References


